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The U.S. Department of Veterans Affairs (VA) maintains discharge abstracts, but these
do not include cost information. This article describes the methods the authors used to
estimate the costs of VA medical-surgical hospitalizations in fiscal years 1998 to 2000.
They estimated a cost regression with 1996 Medicare data restricted to veterans receiving
VA care in an earlier year. The regression accounted for approximately 74 percent of the
variance in cost-adjusted charges, and it proved to be robust to outliers and the year of
input data. The beta coefficients from the cost regression were used to impute costs of VA
medical-surgical hospital discharges. The estimated aggregate costs were reconciled with
VA budget allocations. In addition to the direct medical costs, their cost estimates include
indirect costs and physician services; both of these were allocated in proportion to direct
costs. They discuss the method'’s limitations and application in other health care systems.
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The U.S. Department of Veterans Affairs (VA) maintains centralized data-
bases containing detailed hospital discharge abstracts, but encounter-level
charge or cost information has not been readily available for cost and outcome
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analyses. This lack of data reflects the fact that VA interacts with third party
payers for only a tiny percentage of the care it provides, and therefore it does
not routinely generate patient bills.

As described by Barnett and Wagner (2003 [this issue]), one objective of the
VA Health Economics Resource Center (HERC) has been to create patient-
level cost estimates. Before HERC, researchers estimated VA costs as needed.
Since no standard research methodology was in place, many of the cost esti-
mates were not comparable (Chapko, Ehreth, and Hedrick 1991). Some prog-
ress was made by linking department-level cost and utilization data to esti-
mate average daily rates for inpatient care (Barnett, Chen, and Wagner 2000).
However, using average daily rates for medical or surgical discharges makes
extreme assumptions that are generally not valid. For example, this approach
assumes that appendectomies and heart transplants with the same length of
stay (LOS) had equal costs. Recently, Barnett (1997) used a regression to esti-
mate anindividual’s cost as a function of the deviation from a medical center’s
average. One problem with this approach was that the lack of institutional-
level variation made it difficult to estimate precisely individual-level costs.

This article describes HERC’s method for estimating the cost of VA health
care encounters in fiscal year (FY) 1998 to FY 2000. Our goal was to develop a
database of long-run national average costs. Intended for cost-effectiveness
analysis, these data do not account for hospital market factors, nor were they
designed to capture short-run fixed costs. These caveats and limitations are
described in the methods and the discussion sections, but they are critical for
using the data appropriately.

NEW CONTRIBUTION

Cost data are missing from VA utilization databases. In the past, researchers
wanting to conduct cost-effectiveness analysis first had to estimate encounter-
level costs. We use regression models to estimate the cost of inpatient medical-
surgical discharges for FY 1998 to FY 2000. This method assumes that every
encounter has the average cost of all encounters that share the same discharge
characteristics. The cost regression exploits variation in major diagnostic cate-
gory (MDC), diagnosis related group (DRG), LOS, number of diagnoses, inpa-
tient death, sex, age, and number of intensive care unit (ICU) days. It captures
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resource variation that would be missed by using Medicare reimbursement
rates based on the stay’s DRG to calculate costs. The functional form allows for
nonlinearities and interactions, and the final model accounts for approxi-
mately three-quarters of the variance in cost-adjusted charges. These cost esti-
mates are in a VA database that can be merged to VA utilization records.

METHOD

OBJECTIVE AND DEFINITION OF COST

Our goal was to create an encounter-level cost database for VA medical and
surgical inpatient care. More specifically, we estimated long-run national
average costs, and in doing so, we treated all short-run fixed costs (e.g., capi-
tal) as long-run variable costs. We distributed VA fixed costs in proportion to
VA variable costs, based on costs reported in the VA Cost Distribution Report
(CDR). In addition, we did not take market-level forces or market-level input
prices into account. Although market-level forces, defined as either variation
in wages or availability of technology (Baker 1997; Baker and Corts 1996), can
affect the supply curve, we were interested in estimating VA average costs for
the nation.

Our methodological approach involved developing a cost regression for
medical and surgical inpatient stays with Medicare data and using the regres-
sion coefficients to impute costs for VA inpatient encounters. Through the
regression model, we estimated the relationship between cost-adjusted
charges, the dependent variable, and diagnostic and demographic informa-
tion, the independent variables. The beta coefficients from the regression
model were then used to impute “costs” in the VA data set. All stays with the
same diagnostic and demographic information were assigned an average
cost, also known as a gross cost (Gold et al. 1996). Therefore, the fidelity of the
cost regression was determined, in part, by the model’s specifications and the
independent variables.

We reconciled the costs from the regression model with the VA budget allo-
cation. The VA has a national budget, and each local medical center has a bud-
get. We reconciled to both, generating separate national and local estimates.
We strongly encourage researchers to use the national estimates. By construc-
tion, the averages of the national and the local estimates are the same, but the
local estimates have more variation and larger tails as evidenced by the ratio of
local to national estimates, which ranged from 0.62 to 11.64 in FY 1999.
Researchers may choose to use the local estimates to see if results hold. How-
ever, as mentioned above, the local estimates do not account for market-level
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effects. Therefore, differences inlocal estimates may reflectbudget allocations,
rather than input prices or the relative efficiency of production.

COST REGRESSION

We developed our cost regression using a subset of the 1996 Medicare Pro-
vider Analysis Review (MEDPAR) file (Centers for Medicare and Medicaid
Services [CMS] 2003). Although we could have used a random sample of the
1996 MEDPAR file, we chose to use a subset of veterans with the assumption
that this placed a greater weight on clinical and demographic factors that are
VA relevant. A group of VA researchers has identified a cohort of Medicare
enrollees who are also enrolled in VA (Wright, Hossain, and Petersen 2000;
Wright, Lamkin, and Petersen 2000). The cohort contains all veterans who
were users of either inpatient or outpatient VA services between 1992 and 1994
and who had their 65th birthday in 1994. The file had 372,046 hospital stays.
From this cohort, we focused on hospitalizations in the continental United
States. We also excluded claims for MDC 15 (i.e., newborns and other neonates
with conditions originating in the perinatal period), as VA did not cover these
services before 2001.

The MEDPAR data set includes a variable for total charges. Given that total
charges are often greater than costs, we used the Medicare Cost Report to cal-
culate each hospital’s total cost to total charge ratio. The MEDPAR includes a
hospital identifier that can be merged with the Medicare Cost Report. After
linking the hospital-level cost to charge ratio to the MEDPAR data set, we were
able to adjust patient-level total charges with a hospital-specific ratio of cost to
charges. In our merged data set, the average of the cost-to-charge ratio was
0.60. Therefore, this adjustment tends to deflate the costs. In addition, it
removes hospital-specific cost or accounting idiosyncrasies. In the cost regres-
sion, we used cost-adjusted charges as the dependent variable. We estimated
the regression using ordinary least squares (OLS). Alternative models with
logged costs are described in the sensitivity analysis.

We restricted our choice of independent variables to those available in both
the MEDPAR and VA databases. Past literature guided our selection of inde-
pendent variables (Barnett 1997). To account for resource use, we used the
DRG, merged to the 1996 DRG weight file from the CMS. DRG weights are
resource-based relative value weights publicly available on CMS’s Web site.
We captured additional variation in resource use by adding LOS as a positive
integer. We also included the difference between the actual LOS and the
expected LOS for a given DRG. In effect, this acts as an interaction between
DRG and LOS. To allow for nonlinearities, positive and negative deviations in
the actual and expected LOS were allowed to vary independently and in a
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nonlinear fashion (i.e., squared and cubic terms were included). In addition,
we interacted the medicine MDC and surgery MDC with LOS.

VA DATA

After estimating the cost regression with MEDPAR data, we used the beta
coefficients to impute VA costs. To impute meaningful estimates, we reorga-
nized the VA data to have an equivalent structure to the MEDPAR data. A VA
discharge record can include long-term care, rehabilitation, specialty sub-
stance abuse and psychiatric treatment, intermediate medicine, and domicili-
ary care. Many of these non-medical-surgical stays would be treated as sepa-
rate stays and excluded altogether from the MEDPAR database, which
includes inpatient care from short-stay hospitals. This article covers only the
cost of medical-surgical care. The method for estimating the costs of rehabili-
tation, mental health, and long-term care is handled elsewhere in this issue
(Yu et al. 2003 [this issue]).

To make a VA medical-surgical discharge data set analogous to the
MEDPAR database, we worked with the VA bedsection file. A bedsection is
similar to a non-VA hospital ward or department. We adopted the rule that
transfers between medical-surgical bedsections were part of the same stay. If a
person was transferred from a medical-surgical bedsection to a non-medical-
surgical bedsection, we ruled that the medical-surgical stay ended. For exam-
ple, a transfer from a medical-surgical bedsection to a non-medical-surgical
bedsection and back to a medical-surgical bedsection would yield one non-
medical-surgical and two medical-surgical discharge records. While combin-
ing transfers within contiguous medical-surgical bedsections (i.e., bedsection
stays in which the discharge and admission dates were the same), we tracked
both overall LOS and days in the ICU. Each bedsection record has an associ-
ated DRG. We merged the DRG to the CMS DRG weight public use file, and
the DRG with the highest weight was retained under the assumption that this
DRG more closely reflected costs and would be used to maximize payment in
the non-VA sector.

POSTESTIMATION FIXES

After estimating VA costs with the cost regression, 3,032 (0.7 percent) of the
455,926 medical-surgical hospitalizations had negative costs. This result was
an artifact of using a linear regression model. Rare combinations of right-
hand-side variables lead to negative predictions. Although negative costs
present a clear estimation problem, other cases had implausibly low costs.
Forty-two hospital stays had positive costs less than $5. We decided to set a
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floor for the estimated discharge cost. The floor was established by using the
regression model (see Table 1) to simulate the cost of staying an additional day.
All other factors being equal, if a person stayed an additional day, MEDPAR
cost-adjusted charges increased by an average of $684.75. A total of 9,609 (2
percent) VA stays had costs less than $684.75, and 86 percent of these cases had
a 1-day LOS. These cases were all given $684.75.

RELIABILITY AND VALIDITY OF THE COST REGRESSION

We tested the model’s validity and robustness using three procedures.
First, we identified outliers and reestimated the model after removing approx-
imately 1 percent, 2 percent, and 7 percent of the most influential outliers. We
empirically identified outliers using Cook’s distance after estimating the cost
regression with the Medicare data. Conceptually, Cook’s distance is an F test
comparing the beta coefficients from the full data set to the beta coefficients
from the data set excluding the one case (Cook and Weisberg 1982).

We then tested the model’s fit by separating Medicare data into quartiles.
Within each quartile, Medicare cost-adjusted charges and estimated costs
were compared using Pearson’s correlation coefficient. Finally, we also tested
the model’s fit using different 50 percent random samples of the Medicare
data. The cost regression was estimated with one of the random samples, and
then predicted costs were estimated for the other half of the sample, allowing
an out-of-sample comparison of estimated costs and cost-adjusted charges.

We tested whether the model was highly dependent on these data and
whether the estimated costs changed significantly if Medicare data from
another year were used. Using 1994 and 1995 MEDPAR data for veterans who
received VA care, we estimated the same regression model. The beta coeffi-
cients from these three models were compared. The 1994, 1995, and 1996 cost
regressions were also used to predict 1996 Medicare costs. This allowed us to
test the reliability of the cost regression, using actual 1996 cost-adjusted
charges as the criterion.

We compared estimated VA costs in the different MDCs, stratified by
whether the DRG was surgical or medical. The costs were then ranked from
least expensive MDC to most expensive. This ranking was done for MEDPAR,
as well as the Healthcare Cost and Utilization Project (HCUP) data. The HCUP
data setis a nationally representative discharge data set, based on people of all
ages. The HCUP data were used to verify that the method and cost estimate
could be used in other circumstances. Rather than comparing the relative VA,
Medicare, and HCUP costs, we compared the relative rankings of each MDC
across the data sets. We did not want to directly compare costs given that they
represent different years and that Medicare and HCUP include different cost
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TABLE 1 Ordinary Least Squares Regression Model Estimating Discharge
Cost-Adjusted Charges

Characteristic Beta Coefficient t Statistic
Died in hospital 2,671.211* 46.69
Sex (female = 1, male = 0) 32.909 0.54
Age in years -34.223** 18.48
Number of diagnoses 619.044** 7.63
Number of diagnoses squared -146.702** 8.83
Number of diagnoses cubed 10.975** 10.73
Length of stay (LOS) in days 104.255** 11.48
Positive deviation from DRG-specific average

LOS (POSLOS) 670.950** 66.39
Negative deviation from DRG-specific average

LOS (NEGLOS) 182.499** 6.15
NEGLOS squared -109.890** 13.77
POSLOS squared -0.717** 32.99
NEGLOS cubed —4.588** 8.36
POSLOS cubed 0.000006 0.17
1996 DRG weight 4,860.036** 76.30
DRG weight squared —255.164** 23.11
DRG weight cubed 12.973** 25.65
Surgical MDC 1,069.883** 13.68
Surgical MDC* LOS —42.315** 3.79
Surgical MDC* POSLOS 421.532** 26.99
Surgical MDC* NEGLOS 328.304** 9.06
Surgical MDC* POSLOS squared —-1.384** 7.72
Surgical MDC* POSLOS cubed 0.001 1.74
Surgical MDC* NEGLOS squared 47.498** 5.64
Surgical MDC* NEGLOS cubed 3.637** 6.59
Days in ICU 593.037** 82.76
ICU days squared 10.274* 37.86
ICU days cubed —0.033** 18.24
Constant 413.766* 2.28

Observations = 321,583
R*=74

Note: DRG = diagnosis related group; MDC = major diagnostic category; ICU = intensive care
unit.
*Significant at .05. **Significant at .01.

components compared to the VA. For example, Medicare and HCUP exclude
physician services, whereas they include capital financing and malpractice.
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Comparing the rankings provided a measure of agreement. To assess the sta-
tistical significance of the agreement, Kappa statistics were calculated.

OBSERVATION DAYS

Beginning in 1997, VA created seven new codes to report inpatient care pro-
vided in observation units. An observation bed stay is less intensive than a
medical-surgical stay, and it does not have an associated DRG. This prevented
us from including these data in the cost regression. We decided to assign each
observation day at the marginal cost of an additional day in a nonobservation
bedsection ($684.75). This estimate was calculated by using the regression
model presented in Table 1 to estimate the additional amount that would have
been incurred if the patient stayed one more day.

RECONCILING ESTIMATED AND ACTUAL VA COSTS

The VA tracks department-level expenditures in the CDR. VA expenditures
are recorded in the Financial Management System (FMS). The CDR is created
by distributing costs reported in the FMS to cost distribution accounts of the
CDR. The distribution of costs is based on estimates prepared by the service
chiefs in each medical center. At the end of each FY, a cumulative CDR is pre-
pared, and it is reconciled to the costs reported in FMS. We adjusted our esti-
mates so that the sum of both the national and local estimates was equal to the
VA medical-surgical budget allocation reported in the CDR.

The CDR includes most VA health care costs, including the cost of physi-
cians. We distributed physician costs across inpatient stays in proportion to
facility costs. The CDR tracks capital depreciation, but it lacks information on
the cost of capital financing. The CDR also lacks information on malpractice
expenses. Both of these costs are covered by other federal agencies. Therefore,
our cost estimates lack these two components.

When tallying the CDR costs, we excluded costs for contract care, home
care programs, and benefits included in the medical or surgical cost distribu-
tion accounts because the corresponding services are often not captured in the
utilization databases. We also excluded the cost of 16 facilities that do not pro-
vide patient care. These 16 sites provide central administration, which may
involve activities that are more characteristic of a health care payer, rather than
a health care provider. We included indirect costs by assigning them to each
department in proportion to the department’s share of direct costs.

Two hurdles arose when we merged the VA utilization data to the CDR cost
data. First, we had to account for VA medical center mergers. If VA medical
centers merged during an FY, we merged their utilization and cost data for the
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entire FY. It was not possible to separate accurately costs and utilization before
and after the merger.

The second hurdle was that the utilization data reported all discharges end-
ing in the FY. The data set includes stays that began in prior FYs but not those
stays that end in subsequent years. In contrast, the CDR reports costs for an FY,
including costs for patients not yet discharged. Ignoring this difference would
be equivalent to assuming that bed occupancy is constant over time. There is a
trend in VA to shorten LOS and to reduce hospitalizations. Consequently, the
estimated cost of discharges that began in earlier years would be too large in
current-year dollars given that current-year dollars are being spread over
fewer patients each year. To adjust the dollars to more closely reflect the dis-
charge view of the utilization data, we calculated the percentage of beds full at
the end of the FY compared to the beginning of the year (0.93 for FY 1998, 0.98
for FY 1999, and 0.93 for FY 2000). We used this ratio to deflate the estimated
costs for stays that started in prior FYs.

After accounting for mergers and adjusting the estimated costs to the FY,
we reconciled the estimates to VA budget allocations. The reconciliation with
the VA medical center produced a local cost estimate, whereas reconciling to
the entire VA produced a national cost estimate. By construction, the averages
of the national and the local estimates are the same, but the national and local
estimates differ for any one encounter. The latter may reflect differences in
input prices, but it may also reflect different accounting practices.

RESULTS

COST REGRESSION

The cost regression is presented in Table 1. The regression model is parsi-
monious in that it only used eight discharge descriptors, yet the model allows
for interactions and nonlinearities between important variables including
LOS and DRG weight. The final model accounted for almost three-quarters of
the variance among veterans who used Medicare, and it was highly signifi-
cant (Fyy 31 555 = 33396.7, p < .0001).

RELIABILITY AND VALIDITY OF ESTIMATED VA COSTS

We estimated the cost regression with Medicare data, saving Cook’s dis-
tance. We then ran alternative models, removing an increasing percentage of
outliers from the sample. The results indicated that the model’s overall R* did
not increase substantially when eliminating outliers. In fact, when we elimi-
nated the top 1 percent of outliers, the model’s R* decreased.
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We also separated the sample into quartiles according to cost-adjusted
charges. Again, eliminating the outliers did not universally improve the
model’s fit among the quartiles. Table 2 shows Pearson’s correlation coeffi-
cients between the estimated costs and the Medicare cost-adjusted charges.
Given these results, we concluded that omitting outliers would be based on an
arbitrary limit, which could lead to a worse fit. Alternatively, one could iden-
tify outliers according to Medicare’s outlier designator, but eliminating these
cases had little effect.

An unexpected finding was that the regression model fit the large costs
(quartile 4) considerably better than the low costs. Efforts to improve the
model’s fit with the low-cost observations often exacerbated the fit in the high-
cost cases and increased the model’s absolute error, measured as the difference
between cost-adjusted charges and estimated costs. A semilog model, which is
often used for skewed cost data, produced estimates that were weakly corre-
lated (.106, see Table 2) with cost-adjusted charges.

The split-sample analysis confirmed the robustness of the model. As Table 2
shows, when we estimated the cost regression with a randomly selected half
of the data and predicted the costs in the other half, the correlation between
cost-adjusted charges and estimated costs remained consistent across quartiles.

The estimated costs were robust to the input data. Simulated VA costs using
1994, 1995, and 1996 MEDPAR data were correlated above .99. To compare
estimated costs to cost-adjusted charges, we used the cost regression with
1994, 1995, and 1996 MEDPAR data restricted to veterans who had used VA
services to estimate costs for the 1996 MEDPAR data. We were then able to
compare estimated costs to the 1996 Medicare cost-adjusted charges, using the
latter as the reference. Again the models were adept at estimating costs. Table
3 shows the correlations between the 1996 cost-adjusted charges and the esti-
mated costs.

After estimating VA costs, we divided the sample into surgical and medical
DRGs. We ranked the MDCs according to the average VA cost. We then ranked
Medicare and HCUP costs in the same way. Agreement of ranks, as estimated
using Kappa statistics, within the surgical and medical DRGs was statistically
significant with p-values at or below .001. The agreement was slightly higher
for the surgical DRGs than for the medical DRGs. Tables 4 and 5 show the rank-
ings and the average costs for each medical and surgical MDC, respectively.

SENSITIVITY ANALYSIS

In the cost regression, we used the 1996 MEDPAR file restricted to veterans
who received VA care. Other data sets, such as HCUP, could be used to esti-
mate the cost regression. Both the MEDPAR and HCUP data sets report
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TABLE 3 Correlations in Estimated Costs Compared to 1996 Cost-

Adjusted Charges
Model 1 Model 2 Model 3
MEDPAR cost-adjusted charges (1996) .856 .855 .859
Model 1 1.000
Model 2 993 1.000
Model 3 997 .996 1.000

Note: MEDPAR = Medicare Provider Analysis Review. Model 1 is the 1994 MEDPAR model esti-
mating costs for 1996 data. Model 2 is the 1995 MEDPAR model estimating costs for 1996 data.
Model 3 is the 1996 MEDPAR model estimating costs for 1996 data.

medical-surgical inpatient discharges, but MEDPAR is limited to Medicare
enrollees older than the age of 65 and those younger than the age of 65 with a
disability, while HCUP includes people of all ages. MEDPAR reports the num-
ber of days spent in the ICU, which is not captured by HCUP.

In deciding whether the cost regression should be estimated with MEDPAR
or HCUP data, we ran a number of regressions with the MEDPAR and HCUP
data and looked at model fit and absolute mean error. Including ICU days
increased the R? from approximately .69 to .74. In comparison to ICU days, age
is a relatively poor predictor of hospital costs and adds very little to the
model’s fit (R* increased .002). The absolute mean error between Medicare
cost-adjusted charges and imputed costs was $2,662 and $2,825 for the models
including and excluding ICU days, respectively. When age was excluded from
the MEDPAR cost regression, the absolute mean error increased by $0.21. The
age effect was statistically significant, but the results suggest that after control-
ling for other variables, it is more important to be able to adjust for ICU days
than to include a wider distribution of ages. Consequently, we chose to esti-
mate the cost regression using the MEDPAR data.

The cost regression’s dependent variable was cost-adjusted charges. The
unadjusted cost-adjusted charges were highly right skewed, raising questions
about the appropriateness of using OLS regression. We used the log transform
with the smearing estimator (Duan 1983) to test whether this produced a
model with a better fit and whether this reduced error in the residuals.
Although the log transform helped reduce the appearance of skewness, the
nonlogged cost regression consistently performed better than models with
logged cost-adjusted charges. OLS models had a higher R* than the semilog
model. In addition, when we used a randomly selected half of the MEDPAR
sample to predict with OLS and semilog models the cost of the other half, the
OLS models consistently had substantially lower absolute mean error (i.e.,
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cost-adjusted charges minus estimated charges) than the semilog models.
Lipscomb et al. (1998) suggested that the ability to predict costs should be the
primary concern when choosing the specification of the statistical model.

Transforming the dependent variable presents additional hurdles because
the estimated costs need to be transformed back to the original metric (dol-
lars). Although one can use retransformations, such as the smearing estimator
(Duan 1983), this often requires arbitrary assumptions about the error distri-
butions, and the point and variance estimates can still be biased (Mullahy
1998; Ai and Norton 2000; Manning 1998; Manning and Mullahy 2001). Some
researchers have used cost regressions with heteroscedastic smearing esti-
mates (Andersen, Andersen, and Kragh-Sorensen 2000). Given these limita-
tions and our empirical evidence, we used OLS without transformation.

Variation in cost-adjusted charges is associated with variations in LOS and
the DRG. We faced several options for including these variables in the cost
regression. We could have included LOS without making any transforma-
tions, such that LOS would be a positive integer. Variations on this approach
(e.g., using dummy variables) were also considered, but in every case, these
approaches yielded a lower R* and a higher absolute mean error than the cur-
rent model.

Although we used DRG weights to account for the approximately 500
DRGs, we could have used dummy variables. The gain in R* from using DRG-
specific intercepts was approximately 1 percent greater than the models in
which we included DRG weight. Given the complexity and instability of esti-
mating a model with more than 500 collinear covariates, we chose to use DRG
weights instead of DRG-specific intercepts.

DISCUSSION

The cost regression we estimated with 1996 MEDPAR data accounted for
almost three-quarters of the variance in cost-adjusted charges. The cost regres-
sion did a better job of predicting high-cost stays than low-cost stays, and it
proved to be highly robust to outliers. It was also robust to the year of input
data: when the cost regression was run with 1994, 1995, and 1996 MEDPAR
data, the estimated costs were correlated above .99 with the cost-adjusted
charges. These findings suggest that the cost regression produced reliable cost
estimates.

To assess the validity of the cost regression, we ranked the medical and sur-
gical MDCs. Tables 4 and 5 show that the rankings are relatively consistent,
and the agreement between VA, HCUP, and Medicare data is statistically sig-
nificant. There was slightly more concordance in the surgical categories of care
compared to the medical categories. This might be because the cost regression
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did a better job estimating high-cost cases than low-cost cases. These checks
provide limited evidence that the average cost data for medical-surgical stays
are valid and reliable.

Avirtue of this method is that long-run average costs can be estimated with
only eight variables from discharge records: MDC, DRG, LOS, number of
diagnoses, death in hospital, sex, age, and number of ICU days. When we esti-
mated costs with MEDPAR data, we accounted for 74 percent of the variance.
Unfortunately, some data sets, such as HCUP, lack ICU days. This model could
be used without ICU days, but the model’s R* decreased from .74 to .69. Future
research is needed to explore these cost estimates in more detail. In particular,
comparing these costs to the VA Decision Support System will provide addi-
tional feedback on the validity and reliability of these cost estimates.

LIMITATIONS

One limitation of using MEDPAR data to estimate VA costs is that only hos-
pital charges are reported. Physician charges are not included. Instead, they
are reported on the Medicare physician/supplier part B files. Including the
cost of physician services is important in determining VA costs. Physician
costs are reported in the CDR; therefore, reconciling the estimated MEDPAR
costs to the CDR distributes physician costs to each record in direct proportion
to the hospital costs. Future research will look at alternative ways to estimate
VA physician costs for inpatient stays. One option involves using resource-
based weights calculated by Welch and Larson (1989) as an alternative to
obtaining the physician services part B file and laboriously calculating these
weights. Nevertheless, at this time, the VA costs include physician services,
and these costs are allocated proportionately in accordance with the hospital
costs.

Another limitation is that the cost regression did not capture all of the vari-
ance. A consequence of this is that the estimated costs have less variance and
fewer outliers than the true VA costs. This limitation has two important impli-
cations. First, it suggests that researchers may not want to use the estimated
costs for identifying high- or low-cost outliers. Second, it implies that the cost
regression biases the variance of the estimated costs downwards. The reason
for this is that many factors that affect costs are not included in the cost regres-
sion. Stays that may differ in cost but have identical observed factors are
assigned the same estimated cost. In Table 6, we show the costs reported by
1996 MEDPAR for five DRGs, along with the estimated costs from our regres-
sion. Asis clear from this table, the standard deviations for estimated costs are
smaller than the actual costs. Also, note that the minimum and maximum val-
ues are attenuated toward the mean.
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TABLE 6 The Cost Regression’s Effect on the Variation of the Estimated

Costs
Average
DRG n Cost SD  Minimum Maximum
14. Specific cerebrovascular
disorders except transient
ischemic attack
Cost 10,534 6,829 7,587 7 175,346
Estimated cost 10,534 7,377 7,476 685 147,135
79. Respiratory infections and
inflammations, age older
than 17 with complications
and comorbidities
Cost 7,767 7923 8,445 16 213,967
Estimated cost 7,767 8210 6,423 685 198,091
88. Chronic obstructive
pulmonary disease
Cost 15,428 4,786 5,525 5 203,877
Estimated cost 15,428 4,535 4,269 685 128,695
89. Simple pneumonia and
pleurisy, age older than 17
with complications and
comorbidities
Cost 12,905 5468 8,863 8 662,916
Estimated cost 12,905 5238 4,675 685 160,280
127. Heart failure and shock
Cost 21,463 4941 4,979 10 109,945
Estimated cost 21,463 5224 4479 685 190,673

Note: DRG = diagnosis related group. Cost is the Medicare Provider Analysis Review cost-
adjusted charges for 1996. Estimated cost is the estimated cost-adjusted charges for fiscal year
1998. Dollars are nominal and not adjusted for inflation.

USING THE AVERAGE COST DATA

The medical-surgical average cost databases are available for VA research-
ers. To merge these data with the VA utilization files, researchers need to
reconfigure the VA utilization files, as we did to create the database. As an
easy-to-use alternative, we created a discharge data set that combines the
medical-surgical, rehabilitation, mental health, and long-term care stays and
can be easily merged to the VA patient treatment file (main). For more details,
see the HERC average cost guidebook (Wagner et al. 2001).
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Finally, users should remember that these cost estimates reflect costs listed
in the CDR, which does not include the cost of capital financing or malpractice
because they are covered by other federal agencies. Therefore, the HERC cost
estimates may not be appropriate to use when a health care program requires
additional space or affects malpractice claims or when VA costs are compared
to those of non-VA providers.

The average cost method assigns the same cost to all inpatient stays with
the same demographic and discharge information. Patients with identical
observed characteristics are assigned the same cost. Itis important to note that
it is not always appropriate for researchers to use the average cost data.
Although these data were created with cost-effectiveness analysis in mind, if
researchers are interested in assessing the cost effectiveness of close substi-
tutes, then these data are likely to be inappropriate unless one of the interven-
tions affects one of the variables in the cost regression (e.g., LOS). When these
data are not helpful, micro-costing methods, such as pseudo-bills or direct
measurement, would be necessary (see Smith and Barnett 2003 [this issue]).

CONCLUSION

This article reports on the methods we used to develop a VA cost database
for medicine and surgery inpatient care. The cost estimates are generated from
a regression model based on MEDPAR data. The regression model does not
account for market-level factors or input prices. This strategy reflected our
goal of generating long-run average VA costs. In particular, we generated
national VA costs by reconciling the estimated costs with the VAnational bud-
get. Although we also generated local VA costs by reconciling the estimated
costs with local VA budgets, we strongly encourage researchers to use the
national cost estimates. The local cost estimates may be appropriate for a sen-
sitivity analysis in a cost-effectiveness analysis. However, variation in local
cost estimates reflects local budget allocations, not underlying differences in
input prices, market factors, or production efficiency.

With relative ease, these methods could be adapted to estimate the cost of
care in other health care systems. An important factor to consider is the data
set on which the cost regression is estimated. We used MEDPAR data
restricted to VA patients, but researchers could use the 5 percent MEDPAR
data set, HCUP data, or other hospital discharge data. Some of these data sets,
such as HCUP, do not have all eight independent variables, thus limiting the
model’s fit. The researchers would need to determine whether the cost esti-
mates should be reconciled to an accounting data set to reflect system-specific
costs. As we have discussed above, caution should be used in applying these
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cost estimates in a research project. Nevertheless, these methods can produce
robust estimates.
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